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A B S T R A C T

The behavior of gas bubbles produced during electrochemical processes is of large interest because of the
increase in cell overpotential induced by their production, the electrode surface covering by them and, finally,
the detachment of these bubbles and their direct impact on the energy consumption during the reaction. In
this work, we used coupled experimental and computational approaches to investigate bubble formation under
those conditions where there are important convective effects. We have measured both normal and parallel
velocity of the solution and built up a computational fluid dynamics (CFD) model. The results were compared to
experimental data. Then, having the computational model validated by experimental data, we have simulated
different conditions following bubble displacement. An important change of the surface covering is observed
during the electrochemical reaction. Considering just the covering change, for example, there is up to 23 %
increase comparing to the electrode edge and center.
. Introduction

Both hydrogen-based energy storage systems and fuel cell-based
obility systems are interested in cost-effective large-scale hydrogen

eneration [1–3]. Water electrolysis is an important piece of technol-
gy for manufacturing the requisite of high purity hydrogen since,
n addition to being a waste-free process, it can also be paired with
enewable energy sources. Thus, making it the most sustainable way
f manufacturing high purity hydrogen [4,5], also known as green
ydrogen.

One of the key challenges in making water electrolysis economically
iable is to increase process efficiency by lowering cell voltage, enhanc-
ng solution flow conditions, pressure, temperature, and developing
ew materials to reduce the activation by catalytic effects [6,7,7–
0]. Most electrochemical processes, especially those involving water
s part of the electrolyte, result in the formation of bubbles on the
lectrode surface [11–14], making it a topic of great interest due to
any effects on the reaction efficiency. In some cases, the bubbles can

over a large portion of the electrode surface, reducing the number of
ctive sites [15–17]. The buoyant force of the electrolyte’s bubbles can
ncrease the fluid flow of the electrolyte in most of these situations,
mproving convective mass transport and homogenizing the tempera-
ure field in the electrolyte [6,18]. For example, combining gas bubble
ovement with ultrasound perturbation can clean the solid–liquid

nterface [19–23].

∗ Corresponding author.
E-mail address: ernesto@ufscar.br (E. Pereira).

During the formation and growth of bubbles, three overpotential
components decrease the process efficiency: activation overpotential,
ohmic overpotential, and concentration overpotential [24–27]. The
existence of adherent bubbles lower the contact between electrode and
electrolyte, affecting the activation overpotential. The ohmic overpo-
tential is increased due to the obstruction of the electronic and/or ionic
currents produced by both trapped and free bubbles [28,29]. The effect
of convection in the efficiency of electrochemical process has been
described by enhancing the species mixing [30,31], then reducing the
concentration overpotential.

The modeling of multiphase flow by Finite Element Method (FEM)
is well-established for applications in studies of heated surfaces and
single or multi-channel gas-evolving electrochemical systems [32–41].
In general, the models are divided into simulations where the bubble
size is negligible compared to the domain size, then the bubbles are
treated as a dispersed phase. Besides, there are works that consider
each bubble of the two or more non-miscible phases, which, in general,
has a high computational cost to be performed. In the present work, we
have used the first approach considering the decrease in the CFD model
building and in the computational cost. Then, we validated the model
with experimental results. [42–44].

Although the forming of bubbles in electrochemical processes has
been described in several publications [45,46], their behavior has not
been completely investigated to identify their direct impacts on the
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Nomenclature

Abbreviations

ASC Average surface covering
CFD Computational Fluid Dynamics
CSC Center surface covering
FEM Finite Element Method
HER Hydrogen Evolution Reaction
OER Oxygen Evolution Reaction
SAV Surface Average Velocity

Symbols

𝐈 Identity matrix
𝐮𝑔 Gas velocity (ms−1)
𝐮𝑙 Liquid velocity (ms−1)
𝐮drift Drift velocity (ms−1)
𝐮slip Slip velocity (ms−1)
𝜇𝑙 Dynamic viscosity of the liquid (Pa s)
𝜇𝑇 Turbulent viscosity (Pa s)
𝛷𝑔 Gas mass flux (kg cm−2 s−1)
𝜙𝑔 Gas phase volume fraction (%)
𝜙𝑙 Liquid phase volume fraction (%)
𝜌𝑙 Liquid density (kgm−3)
𝑑𝑏 Bubble diameter (m)
𝐸0 Standard potential (V)
𝑗 Applied current density (mAcm−2)
𝑀𝑔 Molecular weight of gas (kgmol−1)
𝑛𝑒 Number of electrons
𝑡 Time (s)
Vx 𝑥 component of velocity vector (cm s−1)
Vy 𝑦 component of velocity vector (cm s−1)

Physical constants

𝐠 Gravitational constant (9.806 65m s−2)
𝐹 Faraday constant (96 485.3329Cmol−1)

fficiency of water electrolysis. In this way, in this work we coupled
oth experimental and computational techniques in a unique form to
odel the bubble detachment, and its effect on the solution flow. Then,
e measured the impact on the surface covering during water splitting,
s well as their influence on convection and changes in the electrolyte
oncentration, an approach that is supported by the experimental data.

. Experimental setup

The observation of the bubble formation was performed through
temporal series of images, i.e., making a movie of the experiments.

he electrochemical flat window cell consists of three Pt electrodes,
n the Working Electrode (WE) there was a 3mm diameter Pt disk,
ositioned with the surface up to the solution to allow the bubbles
o come off perpendicularly with no other effect but the external
tmospheric pressure. We used two Pt grids as auxiliary electrodes
ositioned symmetrically to the working electrode, to keep the electric
ield as uniform as possible. The full experimental setup is presented in
ig. 2. 0.1mol L−1 H2SO4 was used as supporting electrolyte for the acid
edium and 0.1mol L−1 KOH for the alkaline one. The recording setup
as a Motorola One Vision smartphone (1920 × 1080, with frame rate
f 60 s−1) positioned in front the cell. A special care was taken to have
onstant illumination of the setup using two LED floodlights (30W)
o make an easy image data quantification. The experiments were
2

Fig. 1. Bubble flow pattern during water electrolysis at 100mAcm−2 with the (A)
velocity vector components scheme and (B) single red-circled bubble during sequential
frames.

performed under galvanostatic mode, changing the current density,
50mAcm−2 and 100mAcm−2. To study both H2 and O2 gases, we
applied cathodic and anodic signals respectively to the WE.

For bubble velocity measurements, five random bubbles formed at
the electrode edge were chosen and had their trajectories accompanied
frame-by-frame (time) for each experiment, as shown in Fig. 1A as a
single red-circled bubble along with the frames. To analyze the data,
we measured the relative position of these bubbles until their lateral
displacement vanishes, and then the velocity vector was decomposed
into vertical (𝑣𝑥) and horizontal (𝑣𝑦) components, as shown in Fig. 1B.
The whole data and procedure can be found at the Supporting Material
including statistical parameters.

3. Simulations

3.1. Model

There are two main approaches to model two-phase flow: (i) sep-
arated multiphase flow models, that are used when the size of the
bubbles is of the order of magnitude of the model domain; and (ii) a
simpler approach: a dispersed flow, for bubbly flows with small bub-
bles. In this work, we used the last one which, as described above, has
been validated by experimental data. For the calculation of transport of
bubbles in the solution, this interface takes the average concentration
of bubbles instead of looking each bubble in detail. This considerably
reduces the computational cost for the calculation. In practice, it is a
simplification of modeling in multiphase systems. The calculation time
is about 20min for each case in a computer operating with Ubuntu
20.04 LTS, and 128 GB of RAM and an Intel-Core i7-7800X as CPU.

The slip model is a pressure-drag balance considering small spheri-
cal bubbles by Hadamard–Rybczynski model [47,48], which considers
the bubble diameter.
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Fig. 2. Model description showing the simulated geometry based in experimental setup
and the 3D revolution view.

In the bubbly flow interface, the momentum equation is

𝜙𝑙𝜌𝑙
𝜕𝐮𝑙
𝜕𝑡

+ 𝜙𝑙𝜌𝑙𝐮𝑙 ⋅ ∇𝐮𝑙 =

− ∇𝑝 + ∇ ⋅
[

𝜙𝑙(𝜇𝑙 + 𝜇𝑇 )
(

∇𝐮𝑙 + ∇𝐮𝑇𝑙 − 2
3
(∇ ⋅ 𝐮𝑙)𝐈

)]

+ 𝜙𝑙𝜌𝑙𝐠 + 𝐅 ,

(1)

where 𝜙 is the phase volume fraction (%), which provides the electrode
covering, 𝜌 is the liquid phase density (kg3 m−1), 𝐮𝑙 is the velocity vector
for the liquid phase (cm s−1), 𝜇𝑙 and 𝜇𝑇 are the liquid dynamic viscosity
(Pa s) and the turbulent viscosity (Pa s), 𝐈 is an identity matrix, 𝐠 is the
gravity vector (ms−2) and 𝐅 is any additional volume force in Nm−3.

We define liquid water as the continuous phase, taking account their
density and dynamic viscosity, and for the dispersed phase, we used
O2 and H2 gas density from COMSOL® Material Library. Two levels of
bubble diameter was included in the design of experiments.

For a deeper interpretation of the experimental results, we created a
finite element based model using the CFD module from COMSOL® Mul-
tiphysics 5.6 software and the geometry was based on the experimental
setup using the bubbly flow (bf) with a 𝑘 − 𝜖 turbulence model RANS
type. This interface solves the model for 𝐮𝑙 and 𝑝, and the effective
gas density is given by multiplying the calculated gas density from the
ideal gas law by the gas fraction (𝜙𝑔). The gas velocity is the sum of
the components

𝐮𝑔 = 𝐮𝑙 + 𝐮slip + 𝐮drift (2)

𝐮slip is the relative velocity vector between the phases and 𝐮drift is the
drift velocity from the turbulence model, which includes a diffusive
term in gas transport.

Fig. 2 shows the model used to simulate the experiment using the
disk electrode as WE. The gas flux in the electrode boundary, 𝛷𝑔
(kg cm−2 s−1), is defined as

𝛷𝑔 =
𝑗𝑀𝑔

𝐹𝑛𝑒
, (3)

where 𝑗 is the applied current density (mAcm−2) in the experimental
electrolysis, 𝑀𝑔 is the gas molecular weight, F is the Faraday constant
and 𝑛𝑒 is the number of electrons. It is important to note that the molar
gas flux (mol cm−2 s−1) for H2 is two times larger than that of O2 for the
same current density.

4. Results and discussion

4.1. Experimental results

Fig. 1 describes the solution flow affected by the bubble detachment
and movement into the solution. It is important to stress out that these
3

Table 1
𝑥 and 𝑦 velocity components for experimental bubble flow. Units: 𝑗 in mAcm−2, 𝑉𝑥 and
𝑉𝑦 in cm s−1.

Exp Medium Gas 𝑗 𝑉𝑥 𝑉𝑦

1 Acid H2 100 0.42 ± 0.04 0.94 ± 0.12
2 Alkaline H2 50 0.26 ± 0.03 0.74 ± 0.04
3 Alkaline O2 50 0.12 ± 0.01 0.47 ± 0.08
4 Acid H2 50 0.24 ± 0.05 0.74 ± 0.13

bubbles do not move perpendicularly toward the solution surface but
do it in a diagonal pathway which is indicated in the Figure. Such
kind of displacement is related to the effect of bubbles in the solution
movement. In the present case, although, under some experimental
conditions, the observation of all bubbles in the surface is not easy.
However, it is useful to measure the solution movement associated with
bubble displacement in the solution. It is also important to note that
the bubbles move towards the center, and not the opposite, forming a
pattern similar to a ‘‘wedding dress’’. The visible bubbles allow good
visualization of the electrolyte movement.

The velocity of individual bubbles have been determined by decom-
posing the 𝑥 and 𝑦 velocity vector components, as shown in Fig. 1B.
From the velocity calculations of single bubbles, it was possible to
obtain the average 𝑥 and 𝑦 components of the velocity vector, as
described in Table 1. More detailed data can be found on Supporting
Material.

The largest 𝑥-direction velocity (𝑉𝑥) is observed in acid media
for H2 gas and 100mAcm−2. This is an expected result because this
condition has a greater amount of gas formed per unit time, which,
as a consequence, enhances the fluid flow more strongly. Comparing
experiments 1 and 4, with same pH conditions and gas type, 𝑉𝑥 is
doubled by doubling the flow. Besides, the angle formed decreases from
an average value of 71.78±2.68 to 64.94±3.78, indicating that the slope
in the formation of the narrowing of the bubble profile in experiment 1
is more accentuated. This behavior could be related to the increase in
the flux of bubbles, as mentioned before, which makes those bubbles
formed on the edge suffer a strong influence from the vortex pressure.
Consequently, at small current, the observed slope has a larger angle.

Analyzing experiments 2 and 3, the effect of gas identity in the same
solution and current can be evaluated. As expected, 𝑉𝑥 is twice the
value, considering the experimental error, for hydrogen, which could
be associated with the reaction stoichiometry. However, this change is
different for 𝑉𝑦. Although a precise reason cannot be extracted from
the present data, we propose that the difference in gas densities, O2
and H2, which have consequence is the buoyancy force, is the main
responsible for the observed result. It is important to note that the
buoyancy force also depends on the height of water column above the
bubble, that changes as the bubble rises. Due to its smaller density,
hydrogen has a higher 𝑉𝑦 value, which implies in a stronger fluid
convective movement, enhancing the vortex pressure on the lateral
displacement of the bubbling flow. For that reason, the smaller 𝑉𝑦 for
O2 also results in its smaller lateral displacement, which is 26.9% lower
than the hydrogen’s one. This implies the largest angle observed from
this lateral displacement of the O2 bubbles, 75.18 ± 1.85◦.

Although the medium, acid or alkaline, influences the water-splitting
reaction, no significant differences were observed regarding the angle
formed or the lateral displacement of bubbles resulting from the vortex
formed in the solution. As can be seen comparing experiments 2 and 4,
both conditions give an equivalent result for the velocity vector com-
ponents. This experimental evidence helps us to built a simple physical
model, once it is not necessary to describe the specific properties of the
solution in the present work.
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Fig. 3. Three-dimensional isosurface plot of gas fraction on the domain. White arrows
represents the velocity vector direction. 𝑑𝑏=60 μm, 𝑗=75mAcm−2 and 𝑡=2 s.

4.2. Bubble behavior and experimental validation

Fig. 3 shows an interactive (see online version) three-dimensional
view of the steady-state bubble behavior. As soon as the bubbles rise
they generate a convective flow that sweeps bubbles near electrode
towards the center and results in a vertical velocity from the center
of the electrode to the surface of the solution.

Fig. 4 shows that at the beginning of electrolysis, the formation of
gas affects directly the velocity field over the electrode surface, where
the heterogeneous processes occur, promoting forced convection in the
solution. There are horizontal flux lines near the electrode surface that
sweep the formed bubbles to the electrode center. As a consequence,
the number of exposed active sites to the solution phase at the center
is decreased compared to edge. This means that the covering and the
concentration of gas bubbles is non-homogeneous over the surface.
These experimental facts were used in our physical model. In the
model, also presented in Fig. 4, the effect is observed due to the large
number of the bubbles as well their displacement in the solution. The
electrode body modifies the solution flow, giving it a 𝑉𝑥 component
which strong affects the bubbles displacement in the same solution,
which characterizes a self-feed effect. When the bubbles reach the
center, they flow to the top of the solution, causing turbulent movement
in the whole fluid. A video is provided as a supplementary information
section in order to understand Fig. 4 with more details.

Once the physical model was validated by the experimental data, we
investigated different boundary conditions using simulation to evaluate
the effect of asymmetrical flow solution on them. We investigated the
following: current density, bubble size, and gas type.

As can be seen in Fig. 5(a), the fraction of gas covering the electrode
surface tends to increase with decreasing bubble diameter. The same
amount of gas can produce few big or many small bubbles. In the first
case there is less contact between the electrode and the electrolyte. In
cases where 𝑑𝑏 is greater, the detachment of the bubbles occurs faster.
On the other hand, with smaller 𝑑𝑏, there is time for the vortex to drag
the bubbles towards the center where they coalesce, remaining longer
near the surface.

The effect of current density is directly related to the produced
gas amount. According to Faraday’s laws of electrolysis, this amount
depends on the reaction stoichiometry and the applied current density.
In high amounts of formed gas, the bubbles end up staying longer on
the electrode surface.

Fig. 5(b) shows the 𝑥 component of the velocity vector for various
conditions related to the electrode surface, which is related to the
non-homogeneity of the bubble covering at the electrode surface.
4

Table 2
Line average gas fraction in different temperature and current density condition
(SAV-Surface Average Velocity, CSC-Center Surface Covering, ASC-Average Surface
Covering).

Exp 𝑑𝑏 j
(mAcm−2)

Gas SAV
(cm s−1)

CSC
(%)

ASC
(%)

CSC-ASC
(%)

1 20 50 H2 1.06 16.3 9.36 6.89
2 100 50 H2 0.612 2.52 2.09 0.424
3 20 100 H2 1.38 29.2 16.9 12.3
4 100 100 H2 0.921 5.15 4.13 1.02
5 20 50 O2 1.39 29.5 17.0 12.5
6 100 50 O2 0.926 5.19 4.15 1.04
7 20 100 O2 1.84 53.8 30.7 23.2
8 100 100 O2 1.35 10.9 8.22 2.64
9 60 75 H2 1.08 9.72 6.34 3.38
10 60 75 O2 1.47 19.16 12.23 6.93

We can see that small bubbles can improve the electrolyte convec-
tion, and the current density also has a strong effect due to the amount
of formed gas, i.e., the bubble-induced convection is higher at high
currents. The nearer to the symmetry axis, the lower the 𝑥 component
should be, reaching zero at the symmetry axis, since its velocity at
this point is given by the 𝑦 component only. As the bubble is formed
farther from the center of the electrode, the 𝑦 component gains more
importance, since there is a lateral displacement of it due to the vortex
in the liquid phase.

For understanding the influence of the parameters on the bubble
displacement and gas surface covering, Fig. 6 shows a DoE approach
for analyzing the simulation results on different conditions, which is a
reasonable approach considering the correspondence between experi-
mental results and simulation model. The simulated results allow us to
access the average velocity over the electrode surface (SAV) as well as
the difference between the covering at the center and the average along
the whole electrode (SAV-ASC).

The values presented in Table 2, i.e., the average value of the vari-
ables liquid velocity (𝐮𝑙), were used as starting values in the simulation
to calculate Surface Average Velocity (SAV) and the gas phase volume
fraction (𝜙𝑔), aiming to determine the Average Surface Covering (ASC)
on the electrode surface boundary. The maximum (𝜙𝑔) value for all the
simulated cases is at the electrode center, so we defined this value as
Center Surface Covering (CSC), and took the difference between the
CSC and ASC as the DoE response, in order to study how the solution
convection influences the non-uniformity of the bubble concentration
over the electrode.

For a multivariate view, Fig. 6(a) shows the relative contribution of
the input parameters on the selected responses. The bubble diameter
has the major negative contribution for both cases, that is, the larger
the bubble, the slower is the convection, and, as a consequence, the
difference between the covering at the center and the average is larger.
The current density (B) is relatively more significant for the SAV. This
effect is positive, that is, the larger the current density, the larger the
surface liquid velocity. The greater the current, the less homogeneous
is the gas distribution over the electrode. The formed gas also has a
positive influence in both responses. We used H2 as a lower level, and
even the gas quantity is twice for this condition. The lower density
of O2 gas causes a higher displacement on the electrode surface. In
Fig. 6(a), the histogram for the effects and the Pareto plots for both
results investigated are presented. It is clear from the results that all
the main effects of the variables current density, bubble size and gas
kind are significant. In a different form, the cross effect of two and
three variables are not significant. The bubble diameter decreases the
average 𝑉𝑥(𝑐𝑎𝑙𝑐) value, in other words, it decreases the vortex effect of
the solution flow. As a consequence, the bubble covering also decreases,
meaning that the asymmetry of surface covering also decreases. Current
densities have an opposite effect, i.e., as the current is increased the
asymmetric in both, 𝑉𝑥(𝑐𝑎𝑙𝑐) and surface covering asymmetry increases.
As the current density is increased the total number of bubbles is also
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Fig. 4. Time-dependent simulation and experimental comparison of H2 evolution showing the fluid velocity (white arrow) and the gas fraction in the domain. 𝑗=100mAcm−2,
𝑑𝑏=20 μm.
Fig. 5. Simulated results for local variables obtained by taking the values in the
electrode boundary for H2 gas.

expected to increase, and then, the effect on the solution flow narrow-
ing is also increased as expected. Finally, the gas kind has a significant
effect on the results presented in Fig. 6. Two important gas properties
changes in these case: gas density and gas amount. Even though the
model describes these properties explicitly, they are considered in the
model whenever we use COMSOL’s® Materials database. Although
considering steady state conditions under atmospheric pressure could
made suppose that these two gas behaves as ideal gas, this is not
5

Fig. 6. DoE graphs for the average surface covering (ASC) and center surface covering
(CSC) showing the relative contribution of the effects (𝑑𝑏, 𝑗 and 𝐺𝑎𝑠𝑡𝑦𝑝𝑒).

the case in the moment the are generated under electrochemical very
strong electric field.

The similarity of Figs. 6(b) and 6(c) shows that the non-homogeneity
of the surface covering is directly related to the horizontal velocity
vectors near the electrode.

Finally, we have used both experimental and simulated results to
investigate a large number of conditions in which the bubbles dis-
placement in the solution leads to a non symmetric solution flow.
The importance of the results is that it modifies in an important form



Chemical Engineering Journal 433 (2022) 133194G. Wosiak et al.
the bubble surface covering which certainly affects the water splitting
reaction efficiency.

5. Conclusions

The transport of bubbles in the solution was simulated, corroborat-
ing experimental data. This simulation also allowed the observation
of the electrode coating due to the bubbles in different boundary
conditions, which has direct consequences on the efficiency of many
electrochemical processes.

In light of the growing need to improve the hydrogen production
process, this work proves to be useful for a deeper understanding of
this component of the process (bubble formation) that received little
attention in the past, but which, as our research shows, has a direct
impact on the efficiency of hydrogen gas production.
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